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Poll Time!
Are A.I. applications being used at your 
practice currently?
1 = Yes, I am aware of A.I. use at our practice. 
2 = I am not sure about the status of A.I. use at our practice. 
3 = No A.I. applications are currently being used at our 
practice.



What is AI?

“The capability of a device to perform functions that are 
normally associated with human intelligence such as 
reasoning, learning, and self-improvement."

[Definitions are from ANSI INCITS 172-220 (R2007) Information 
Technology -- American National Standard Dictionary of 
Information Technology (ANSDIT), and cited in NIST's U.S. 
Leadership in AI: A Plan for Federal Engagement in Developing 
Technical Standards and Related Tools (August 9, 2019).]



Historic AI Use in Healthcare
 Radiology overreads (CAD)
 Clinical Decision Support
 Diagnostic Aids
 Simplistic Chatbots (marketing)
 Scheduling, Tracking, Following
 Dashboarding



Emerging AI Use in Healthcare
 Medical Imaging Analysis
 Predictive Analytics
 Drug Discovery/Development 
 Health Monitoring and Wearables
 Virtual Health Assistants
 Clinical Decision Support Systems (CDSS) or 

Predictive Decision Support Interventions (DSI)
 AI Augmented Surgery



Emerging AI Use in Healthcare
Medical Imaging Analysis:
Utilizing AI algorithms for primary analysis of medical 
images such as X-rays, MRIs, and CT scans for faster and 
more accurate diagnosis.
Predictive Analytics:
Forecasting patient outcomes and identifying potential 
health risks based on large datasets, helping in proactive 
care management. Forecasting cardiac conditions, 
tailoring cancer treatments, etc. 



Emerging AI Use in Healthcare
Drug Discovery and Development:
Accelerating drug discovery processes by analyzing vast 
amounts of biological data and predicting the efficacy of 
potential drug candidates.

Virtual Health Assistants:
AI-powered virtual assistants that provide patient 
education, medication reminders, and answer basic 
health-related queries.





Emerging AI Use in Healthcare

Clinical Decision Support Systems (CDSS) or 
Predictive Decision Support Interventions (DSI):
AI systems that assist healthcare providers in making 
clinical decisions by analyzing patient data and offering 
evidence-based recommendations.
Health Monitoring and Wearables:
AI-enabled wearable devices and mobile apps that 
monitor vital signs, track fitness, and provide early 
warnings for potential health issues.



Emerging AI Use in Healthcare
Natural Language Processing (NLP):
Analyzing and extracting information from 
unstructured medical data such as physician notes, 
clinical documents, and research papers.



Ambient Scribing



Ambient Scribing
 In October 2023, The Permanente Medical Group 

(TPMG) enabled ambient AI technology for 10,000 
physicians and staff.

 Initial reviews from clinicians were favorable.
 “Although a review of 35 AI-generated transcripts 

resulted in an average score of 48 of 50 in 10 key 
domains, AI scribes are not a replacement for 
clinicians. They can produce inconsistencies that 
require physicians’ review and editing to ensure that 
they remain aligned with the physician–patient 
relationship.”



Ambient Scribing

 Wiretap statutes anyone?  
 Documenting consent. 
 Picking up other people’s voices.
 Impact on clinical relationship.
 Patient surveillance?
 Discovery



GenAI Basics
 Machine Learning
 Predictive Language
 Generative AI

 The Data
 The Algorithm
 The Models

GenAI:

Review
Access Internet
Converse
Write
Code
Compose
Research
Analyze
Predict



Data            Algorithm/Model     Output

    



Predictive Language
“Do you want to build a  _____?”

“Who you gonna call, _____?”

“I have a _____?”

 



Patient Use















Prompt Engineering
“What is Artificial Intelligence?”

“Summarize the top five points from the ten most cited academic 
papers on Artificial Intelligence in bullet form.”

“Create a panel on Artificial Intelligence discussing the practical 
implications in healthcare.  Panelist A should be a doctor, Panelist 
B, a risk manager, Panelist C, a healthcare lawyer, Panelist D a 
patient and Panelist E, a mime.”

“Research the internet for the newest articles this week on A.I.  
Please provide citations.” 



API 
(Application Programming 
Interface)
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Source: Home - App Orchard (epic.com)

APIs Will Drive AI Reach into 
EHRs

about:blank




Guard Rails?
 FDA’s role?
 Medical Device based AI
 1995 FDA approves PAPNET.
 1000 approved medical devices since.
 Mostly cardiology/radiology.



FDA Stance on CDS
Clinical Decision Support 
Excluded from FDA jurisdiction:
1) not intended to acquire, process, or analyze a medical 
image or a signal 
(2) intended for the purpose of displaying, analyzing, or 
printing medical information
(3) intended for the purpose of supporting or providing 
recommendations to a health care
(4) intended for the purpose of enabling such health 
care professional to independently review the basis for 
such recommendations



Guard Rails?
 FDA declines jurisdiction unless software qualifies as a 

medical device
 Old ONC rules regarding Clinical Decision Support 

outdated.
 New proposed rules to take effect December 31, 2024 

for Predictive DSI (Decision Support 
Interventions)



Guard Rails?
ONC Final Rule, Information Sharing (HTI-1)
 Quality information to determine whether to use 

predictive recommendation:  
1) What data was used to train the predictive DSI; 
2) How should the predictive DSI be used, updated, 

and maintained; and 
3)  How does the predictive DSI perform using validity 

and fairness metrics in testing and in local data, if 
available.



Guard Rails?
ONC Final Rule, Information Sharing (HTI-1)
Developers must:
  employ or engage in Intervention Risk Management 

practices. 
 practices include activities related to “risk analysis,” 

“risk mitigation,” and “governance.” 
 Must also make summary information publicly 

available regarding Intervention Risk Management 
practices and review this information for updates 
annually.



Guard Rails?



Guard Rails?



Guard Rails?



Guard Rails?  Bottom Line.
“Although the healthcare sector is heavily regulated, 
no regulations directly target the use of AI in medical 
devices. Most of them are now drafts or guidelines, 
which means they contain non-binding 
recommendations — a concept that is insufficient in 
such a high-stakes domain.”



Guard Rails?  Bottom Line.
Example:  Of 10 FDA-approved AI devices being 
used on patients today in Critical Care field:
• Only three cited published data in their 

authorizations. 
• Just four mentioned a safety assessment 
• None included a bias evaluation.
• Did anyone tell the patients AI was being used?



Guard Rails?  AMA
Resolution 604 (May 2023)
• Developers of AI should ensure their products, services, systems 

and capabilities are subject to human authority, oversight and 
control.

• Organizations should be accountable for consequences related to 
their use of AI, including any legally cognizable injury or harm 
caused by their actions, unless they have taken reasonable steps to 
prevent harm or injury.

• Developers should ensure the transparency and traceability of 
their AI and protect related intellectual property by documenting 
key decisions made regarding the design and risk of data sets, 
procedures and outcomes underlying their AI.



Ethics Rules apply to Gen AI
“With the ever-evolving use of technology by 
lawyers and courts, lawyers must be vigilant in 
complying with the Rules of Professional Conduct 
to ensure that lawyers are adhering to their ethical 
responsibilities and that clients are protected.”



Ethical Stakeholders – 
Competing Interests?



Unprecedented Risks
 Security
 Bias
 Transparency
 Disruption
 Plagiarism
 Error
 Liability



Unprecedented Risk - Security
 EPHI in AI   (Google Deepmind and NHS, Univ. Chic.)
 Hacking with AI  (Malware, Phishing, Automated 

Attacks)
 A.I. as vulnerable single-point failures.
 AI Worms!
 Deidentified data + AI + Internet and Social Media = 

Identified data. 





Unprecedented Risk - Security
 Where’s the data?
 What’s being done with the data?
 Do we need/have permission?
 Are we being informed of breaches of or by the A.I.?



Unprecedented Risk - Bias



Unprecedented Risk - 
Transparency
 Black box problem.
 Capital B and little b “bias”.
 Retention of past models.
 Safe A.I. needs strong Information Governance to 

support it. 



Unprecedented Risk – 
Disruption
 Skill degradation.
 Replacing human labor.
 Overreliance on tech.
 Disruption to existing workflows.
 Incentivizing profit over patient safety.



Disruption – Clinical Decision 
Making
 CDS and DSI

 Scenario 1# Clinician Intends to Use
 Scenario 2# Clinician Does not Intend to Use
 Scenario 3# Clinician Unaware of Use

How is this communicated to the patient?
If a bad outcome what would we do if just a Clinician caused 
harm?



Unprecedented Risk – 
Copyright/Plagarism



Unprecedented Risk - Error

Sources:  
https://apnews.com/article/artificial-intelligence-hallucination-chatbots-chatgpt-
falsehoods-ac4672c5b06e6f91050aa46ee731bcf4

 Data Set Validity.
 Degradation – Data Set Drift.
 Different Context.
 Temperature Settings.
 Ex.  Chat GPT vs. Custom GPTs 





Unprecedented Risk - Liability

 Vendor liability— Learned Intermediary
 BUT -- Dr. G case, Cerner case
 Indemnification
 Institution setting the standard of care?
 Criminalization for deviation from AI?
 Informed Consent



Skounakis v. Sotillo, A-2403-15T2 (N.J. Super. Ct. 
App. Div. Mar. 19, 2018).
Did coded advice comport with standard of care?
No technical expert needed!
One state, many others will default to provider 
liability!

Dr. G case



 Lowe v. Cerner Corp., No. 20-2270. United States 
Court of Appeals, Fourth Circuit.

 Default setting for timing or orders.  Docs unaware.
 Clinicians settled, plaintiff proceeded against EHR 

Vendor on Products Theory.
 Software Defects could be a cause of plaintiff ’s 

injuries in addition to clinical acts

Lowe v. Cerner case



 Patient’s family aware of an AI tool used at facility to 
assess for heart conditions and risks. (Saw billboards, 
advertisements and brochure.)

 Plaintiff sues both clinicians and software vendor.
 Claims against software vendor sound in direct 

negligence and fraud.
 Court dismisses negligence claim (due to clinician 

involvement) but sustains a claim for fraud against 
vendor.

Sampson v. Heartwise 
case



Example: A drug at a certain dosage is recommend by 
AI platform to a clinician.
 Does clinician owe a duty to disclose use of AI?
 How can informed consent be provided if clinician 

does not understand how A.I. works? What is 
developer does not fully understand?

 What if clinician disagrees with A.I.
 Informed Consent about AI itself (All these risks?) 
 Right to opt out?

Informed Consent and A.I.



Risk Guidance
Assess:

1) Is A.I being used in your practice/client’s facility?  (Hint:  
Yes.) 

2) If so, formally or informally?
3) Catalog applications



Risk Guidance
Informal use.
 Policies
 Tracking
 Reporting
Formal use.
 Vetting
 Security Concerns.  BAAs
 Information governance
 Documentation



Information Governance
Multidisciplinary (Patients, Clinical, Tech, Legal, Risk, 
Compliance, Quality, Ethics)

Defined, empowered, funded.

Providing Oversight During Life Cycle:
Product Assessment
R&D phase
Adoption
Ongoing Monitoring
End of LifeCycle



LAST YEAR



NOW
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Thank you for your attendance!

For more information and resources, please feel free to 
follow me on:

LinkedIn: www.linkedin.com/in/chadbrouillard
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